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ABSTRACT
Over the last years, deep learning methods have significantly
pushed the state-of-the-art results in applications like imag-
ing, speech recognition and time series forecasting. This de-
velopment also starts to apply to the field of computed tomog-
raphy (CT). Studies indicate that over 1.5% of all cancers in
the U.S. might relate to current CT usage [1]. Therefore, one
of the main goals lies in the reduction of the potentially harm-
ful radiation dose a patient is exposed to during the scan.

Depending on the reduction strategy, such low-dose
measurements can be more noisy or starkly under-sampled.
Hence, achieving high quality reconstructions with classical
methods like filtered back-projection (FBP) can be challeng-
ing.

Recently, a number of deep learning approaches were
introduced for this task. Up to now, most of them have
only been tested on datasets with a handful of patients and
different setups, which makes them hard to compare. We
introduced a comprehensive low photon count CT dataset,
called LoDoPaB-CT [2], with over 40 000 two-dimensional
scan slices from more than 800 patients. The data is hetero-
geneous with respect to the scanner types and settings. It is
directly aimed at training and testing deep learning recon-
struction methods.

We conduct an extensive study based on this dataset. Pop-
ular deep learning approaches from various categories, like
post-processing, learned iterative schemes and fully learned
inversion are included and compared against classical meth-
ods. The test covers image quality of the reconstructions,
but also the aspect of the influence of the number of training
samples. The latter is of interest to biomedical applications
in general, since in many of them extensive datasets are cur-
rently not available.

A novel variation to the Deep Image Prior (DIP) [3] is in-
vestigated as well. The standard DIP is an iterative method
that does not use any training data. The reconstruction pro-
cess can take a long time compared to other methods. We pro-
pose a shared network architecture and ways to include train-
ing samples to simultaneously increase reconstruction quality
and reduce the number of iterations.

Our general results show that deep learning methods
combining physical modeling and learning from data are able
to significantly outperform classical approaches, even for a

small number of training samples. This finding supports the
current research of efficiently applying deep learning meth-
ods to three- or even four-dimensional CT data (e.g. [4]). This
would allow for a new generation of CT machines.

We encourage other researchers from the biomedical
imaging community to develop and test their CT reconstruc-
tion methods on the LoDoPaB-CT dataset. Easy access in just
a few lines of code is provided through our Python library
DIVα` [5]. Additional tools for hyperparameter selection
and comparison with reference implementations of popular
methods for low-dose CT reconstruction are also included.
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